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ABSTRACT: Ionic liquids have been proposed to induce a mechanistic change in the
reaction pathway for the fundamentally important base-induced β-elimination class
compared to conventional solvents. The role of the reaction medium in the elimination of
1,1,1-tribromo-2,2-bis(3,4-dimethoxyphenyl)ethane via two bases, piperidine and pyrroli-
dine, has been computationally investigated using methanol and the ionic liquids 1-butyl-3-
methylimidazolium tetrafluoroborate and hexafluorophosphate [BMIM][BF4] and
[BMIM][PF6], respectively. QM/MM Monte Carlo simulations utilizing free-energy
perturbation theory found the ionic liquids did produce a reaction pathway change from an
E1cB-like mechanism in methanol to a pure E2 route that is consistent with experimental
observations. The origin of the ionic liquid effect has been found as: (1) a combination of
favorable electrostatic interactions, for example, bromine-imidazolium ion, and (2) π−π
interactions that enhance the coplanarity between aromatic rings maximizing the electronic
effects exerted on the reaction route. Solute−solvent interaction energies have been
analyzed and show that liquid clathrate solvation of the transition state is primarily
responsible for the observed mechanistic changes. This work provides the first theoretical evidence of an ionic liquid dependent
mechanism and elucidates the interplay between sterics and electrostatics crucial to understanding the effect of these unique
solvents upon chemical reactions.

■ INTRODUCTION

Room temperature ionic liquids are an exciting class of solvents
that have the potential to accelerate and control a vast range of
reactions.1 Ionic liquids are generally defined as a material
containing only ionic species with a melting point below 100
°C.1,2 These “designer” solvents are typically composed of a
low symmetry organic cation, such as the 1-alkyl-3-methyl-
imidazolium [RMIM] cation (R = M (methyl), E (ethyl), B
(butyl), H (hexyl), and O (octyl)), and a weakly coordinating
inorganic or organic anion with a diffuse negative charge like
hexafluorophosphate [PF6] or tetrafluoroborate [BF4].

3,4 Ion
components can be fine-tuned through different functional
groups to enhance the degree of localized structuring in the
liquid phase, which distinguishes ionic liquids from molecular
solvents and solutions containing dissociated ions.4 The use of
ionic liquids as a reaction medium for chemical reactions has
dramatically increased in recent years, due in large part to
numerous reported advances in catalysis,5 separation science,6

and organic synthesis7 when employing the unique solvents.
For example, the Diels−Alder reaction, paradigm in organic
synthesis, highlights the advantages provided by ionic liquids as
the reaction between cyclopentadiene and methyl acrylate in 1-
ethyl-3-methylimidazolium tetrachloroaluminate and hepta-
chlorodialuminate [EMIM][AlCl4] and [EMIM][Al2Cl7], re-
spectively, has been reported to react with rates over 200 times
faster and endo selectivity 10 times greater than commonly used
reaction conditions.8 Our QM/MM investigation of the same
Diels−Alder reaction in the chloroaluminate ionic liquids

emphasized the importance of intermolecular interactions on
the rate of reaction with excellent ΔΔG⧧ agreement reported
between the solvents.9,10 Another example of recent success
utilizing our QM/MM method was the Kemp elimination ring-
opening of benzisoxazole in 1-butyl-3-methylimidazolium
hexafluorophosphate [BMIM][PF6] using piperidine as the
base.11 Whereas multiple organic systems have been reported
experimentally,1 theoretical calculations have only begun to
elucidate the microscopic details on how ionic liquids operate
upon chemical reactions.
Of current interest is the effect of ionic liquids upon the

dehydrobromination reaction reported by D’Anna et al. for the
β-elimination of 1,1,1-tribromo-2,2-bis(3,4-dimethoxyphenyl)-
ethane by cyclic amines (Scheme 1).12 An interesting
hypothesis was put forth that a change in the reaction
mechanism occurs from an irreversible E1cb route in
methanol13 to an E2 in the ionic liquids. The E2 mechanism
is a one-stage process in which the base attacks the β-hydrogen
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Scheme 1. β-Elimination Reaction of 1,1,1-Tribromo-2,2-
bis(3,4-dimethoxyphenyl)ethane
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and abstracts it with a concomitant cleavage of the α-C−Br
bond; in the E1cb process, the removal of the β-hydrogen is
rate limiting and generally reversible, and can be detected by
isotopic exchange studies (Scheme 2).14 Despite the obvious

differences in the mechanisms, experimentally distinguishing
between the irreversible E1cb and E2 mechanisms for
dehydrohalogenation reactions can be notoriously diffi-
cult.13,15−18 The present work applied mixed quantum and
molecular mechanical (QM/MM) calculations utilizing Monte
Carlo sampling and free-energy perturbation theory (MC/
FEP) to the β-eliminations in methanol, [BMIM][BF4], and
[BMIM][PF6] to investigate the proposed mechanism change
and its origins. Two secondary cyclic amine bases, pyrrolidine
and piperidine, were studied as intriguingly no primary or
tertiary amines were found to experimentally induce elimi-
nations. The QM/MM simulations with explicit solvent
representation can provide the medium-dependence of the
activation barriers and atomic-level structural detail for
characterization of the nature of the ionic liquids. Comparisons
are made to density functional theory (DFT) calculations using
an implicit continuum model to simulate conventional solvent
effects. The results presented provide new insights as to the
ionic liquid effects on the reaction pathway and help clarify
experimental observations.

■ COMPUTATIONAL METHODS
QM/MM calculations were carried out on 1,1,1-tribromo-2,2-bis(3,4-
dimethoxyphenyl)ethane with piperidine and pyrrolidine in [BMIM]-
[BF4], [BMIM][PF6], and methanol. The solutes were treated with
the PDDG/PM3 semiempirical QM method.19 PDDG/PM3 has given
excellent results for a wide variety of organic and enzymatic reactions
in the solution-phase.20−23 Potentials of mean force (PMF)
calculations coupled to Metropolis Monte Carlo (MC) statistical
mechanics were used to build a free-energy profile for the β-
elimination reactions at 25 °C and 1 atm. The starting geometries for
the solutes were determined by executing a MC conformational search
that resulted in up to 100 unique structures. The top 10 most favorable
MC structures were then recomputed using full DFT geometry
optimizations and the resultant lowest energy structure was used as the
starting geometry for the QM/MM calculations. The solvent
molecules were represented explicitly using our custom ionic liquid
OPLS-AA force field11 and the united-atom OPLS force field for
methanol.24 The current QM/MM methodology allows simulations of
reactions in solution on-the-fly with full sampling and polarization of
the solutes by the environment.25 The systems consisted of the
reactants plus 395 solvent molecules for methanol or 188 ion pairs for
the ionic liquids. The boxes are periodic and tetragonal with c/a = 1.5
where a is 26.7, 34.3, and 35.5 Å for methanol, [BMIM][BF4], and

[BMIM][PF6], respectively, with long-range electrostatic interactions
handled with Ewald summations. The ionic liquid boxes were
thoroughly equilibrated by raising the temperature to 1000 °C and
carrying out 10 million configurations in the NVT ensemble. The
simulations were then equilibrated at 25 °C for 100−200 million MC
steps in the NPT ensemble. The heating/NVT and equilibration/NPT
simulations on each ionic liquid system were repeated sequentially an
average of 4−6 times until the energy and volume of the system no
longer changed. Solutes were inserted with the appropriate solute
geometry corresponding to each free energy perturbation (FEP)
window and re-equilibrated for minimally 100 million MC
configurations. The computation of the QM energy and atomic
charges was performed for each attempted move of the solute, which
occurred every 100 configurations. For electrostatic contributions to
the solute−solvent energy, CM3 charges26 were obtained for the
solute and scaled by 1.14 to reflect the polarization in a condensed-
phase environment.27 In addition, Lennard-Jones interactions between
solute and solvent atoms were taken into account using OPLS
parameters. This combination is appropriate for a PM3-based method
as it minimizes errors in computed free energies of hydration.28

The simulations were performed with the BOSS program.29 All
cations were fully flexible; that is, all bond stretching, angle bending,
and torsional motions were sampled. Anions were simulated as rigid
molecules. The use of rigid anions in OPLS-AA has been shown to
provide an accurate representation of ionic liquid physical properties,
including use as a reaction medium for computed QM/MM Diels−
Alder9 and Kemp elimination11 reaction studies. Solute−solvent and
solvent−solvent intermolecular cutoff distances of 12 Å were
employed for the tail carbon atom of each side chain (methyl and
alkyl), a midpoint carbon on the alkyl chain, and the ring carbon
between both nitrogens for imidazolium. Center atoms, for example, B
in BF4

− and P in PF6
−, were used for the anions. If any distance is

within the cutoff, the entire solvent−solvent interaction was included.
Adjustments to the allowed ranges for rotations, translations, and
dihedral angle movements led to overall acceptance rates of about 30%
for new configurations. The ranges for bond stretching and angle
bending were set automatically by the BOSS program on the basis of
force constants and temperature.

Free energy maps were computed by using a distance, RNH − RHC,
for the proton transfer between the nitrogen on piperidine/pyrrolidine
and the reacting hydrogen on the solute; RNH + RHC was kept constant
at 2.85 Å. The fixed distance of 2.85 Å was determined to be
appropriate from our recent work11,22 and additional test calculations.
Our fifth-order polynomial quadrature method was used to provide a
7-fold improvement in speed over traditional potentials of mean force
(PMF) methods.22 A second perturbation was necessary, RCBr, which
entailed breaking of the C−Br bond. Combining the RNH − RHC PMF
which runs along one reaction coordinate with the RCBr PMF in a
second direction produced a two-dimensional (2D) PMF. The
resultant free-energy map was used to identify minima and the
transition state present in the reaction. The breaking of the C−Br
bond was split into increments of 0.025 Å. Each PMF calculation
required extensive reorganization of the solvent for the ionic liquid,
requiring up to 125 million configurations of equilibration followed by
10 million MC steps of averaging per FEP window; in methanol, 2 and
5 million steps of equilibration and averaging, respectively, sufficed for
each reaction. Every solution-phase MC/FEP calculation required over
100 million single point QM calculations per free-energy map in the
ionic liquids, demonstrating the need for highly efficient QM methods.

The M06-2X density functional method30 and 6-31+G(d,p) basis
set were also used to optimize geometries in vacuum, methanol, and
water using Gaussian 09.31 The effect of solvent was explored by full
DFT geometry optimizations using the conductor-like polarizable
continuum model (CPCM) with the UFF cavity.32 Frequency
calculations were performed in order to verify all stationary points
as minima for ground states or as saddle points for transition
structures. All calculations were run on a Linux cluster at Auburn
University and on computers located at the Alabama Supercomputer
Center.

Scheme 2. General E1cb and E2 Elimination Mechanisms
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■ RESULTS AND DISCUSSION
Energetics. The QM/MM/MC calculations for the β-

elimination of 1,1,1-tribromo-2,2-bis(3,4-dimethoxyphenyl)-
ethane in methanol gave computed activation barriers ΔG⧧ of
36.5 and 34.6 kcal/mol when using piperidine and pyrrolidine,
respectively. The ΔΔG⧧ values between the secondary amines
are consistent with experimental trends, where pyrrolidine is
reported to react faster than piperidine based on measurements
of second order rate constants.12 Interestingly, the ring
dimension rather than nitrogen basicity appears to control
the rate, where the flexibility of the ring is thought to play a
major role.12 Error ranges in the computed free-energy values
have been estimated from fluctuations in the ΔG values for
each FEP window using the batch means procedure with batch
sizes of 0.5 million configurations; computed errors in the free
energies imply overall uncertainties in the ΔG⧧ of ca. 0.5 kcal/
mol. Table 1 gives a summary of the activation energies and

reacting geometries for the reactions in methanol and the ionic
liquids. Errors in the free energies and geometries for the ionic
liquids result in overall uncertainties of approximately 1.5 kcal/
mol and ±0.1 Å.
The calculated ΔG⧧ overestimation is a systematic error

common in many organic reactions when employing a
semiempirical method.33 Dewar also reported mixed energetic
agreement with experiment when employing the AM1 method
on elimination reactions, but the analogous trends provided
excellent results in differentiating between E2, E1cb-like, and
SN2 mechanisms.34 In addition, COSMO-AM1 and exper-
imental values of the free activation enthalpy on a set of
elimination reactions in water showed large discrepancies;
however, reactivity aspects were correctly predicted.35 It is
important to note that the overestimation of the absolute ΔG⧧

value using semiempirical QM/MM methods is not limited to
the dehydrobromination reaction as similar findings have been
reported for multiple Diels−Alder reactions,9,36 ene reactions,23
Claisen rearrangements,21 and methyl transfer reactions.37

Conceivably, a straightforward reparameterization of the
PDDG/PM3 Hamiltonian by scaling the energies from points
along the reaction coordinate could provide accurate ΔG⧧

values; however, the physical reasons for determining structures
would be absolutely the same as the original Hamiltonian.
Consequently, there is no difference in leaving the Hamiltonian
in its original form or in scaling the energies when one
considers the relative solvent effects.

E1cb versus E2 Mechanism. A representative free energy
map from the QM/MM/MC calculations in methanol (Figure
1) predicts a concerted E2 transition structure with a large

amount of proton transfer characteristic of an E1cb-like
mechanism, but not the irreversible stepwise E1cb route
proposed in recent publications12,13,16 as no carbanion
intermediate was located. The differences in the results may
be rationalized through the disparities in base strengths used,
where the base reported MeO− is an extremely strong base
relative to the cyclic amines and could potentially accelerate
proton removal but not affect the carbanion decomposition.14

However, pyrrolidine was reported to induce elimination of the
current tribromo-ethane reactant faster than a methoxide/
methanol reaction despite the difference in basicity.12

Experimental studies have proposed that the transition
structure should be strikingly similar for E1cb and E2
mechanisms.16,17 For example, Gandler and Jencks speculated
in 1982 about a theoretical potential energy surface for the
elimination reactions of (2-arylethyl)quinulidinium ions where
the transition state for the E1cb mechanism converts into an E2
mechanism as a substituent change to a β-phenyl group caused
the carbanion to become less stable and cease to exist (Figure
2).18 In addition to the β-phenyl groups present in the current
reaction, Br as a leaving group generally tends to favor the E2
mechanism, as does the use of a moderate-strength base, such
as the cyclic amines piperidine and pyrrolidine, in polar
solvents.38 It should be noted that the banding observed in
Figure 1 is a consequence of using of 0.05 Å increments in the
FEP calculations. To locate the critical points more precisely,
the regions surrounding the free-energy minima and maxima
from the initial maps in all solvents were explored using final
increments of 0.025 Å with increased sampling. This provided
the refined results in the energetics and geometries for the β-
elimination reactions summarized in Table 1.
As another point of reference, DFT calculations were carried

out using the M06-2X/6-31G+(d,p) method in vacuum and in
solution (methanol and water) by using the CPCM continuum
solvent method (Table 2). In the gas-phase, the DFT method
predicted a traditional E2 mechanism, where the C−Br

Table 1. Free Energy of Activation, ΔG⧧ (kcal/mol) and
Transition Structure Geometries (Å) at 25 °C for the β-
Elimination of 1,1,1-Tribromo-2,2-bis(3,4-
dimethoxyphenyl)ethane in Ionic Liquid from QM/MM/
MC Calculationsa

ΔG⧧ (calc) R(C−Br) ΔG⧧ (exptl)b

piperidine
methanol 36.5 2.43 -
[BMIM][BF4] 34.8 2.68 24.2
[BMIM][PF6] 29.2 2.58 23.9

pyrrolidine
methanol 34.6 2.33 -
[BMIM][BF4] 36.3 2.63 22.7
[BMIM][PF6] 28.9 2.60 -

aPDDG/PM3 and MC/FEP. bRef 12.

Figure 1. Free energy map (kcal/mol) computed for the β-elimination
of 1,1,1-tribromo-2,2-bis(3,4-dimethoxyphenyl)ethane with piperidine
in methanol from QM/MM/MC simulations. Energy values truncated
after 50 kcal/mol for clarity.
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making/breaking bond distance is 2.31−2.35 Å and is moving
in concert with the proton transfer when visualizing the
‘imaginary frequency,’39 for example, −150.85 cm−1 for
piperidine. In contrast, the single ‘imaginary frequency’ of
−1166.51 or −1181.18 cm−1 for the reaction with piperidine in
methanol and water, respectively, showed the proton transfer
motion occurring with stationary, but extended C−Br distances
of 2.16 and 2.15 Å (Figure 3 and Table 2) compared to the
equilibrium distance of ca. 1.94 Å. The transition state C−Br
distance is predicted to be earlier in solution than gas. The
DFT calculations are in agreement with the QM/MM/MC

simulations in methanol suggesting an E1cb-like mechanism,
that is, E2 with a significant amount of E1cb character, in
accord with experiment13 and with previous studies of
borderline cases between E2 and E1cb mechanisms.40

Charges. The scaled CM3 charges computed for the β-
elimination in each solvent can also be used to differentiate
between mechanisms. For example, a greater concentration of
anionic charge in the antiperiplanar reacting Br at the transition
state would be more indicative of a traditional E2 reaction
pathway than a distributed negative charge, spread among the
Br and ethane carbon atoms, expected from an irreversible
E1cb carbanion. In the QM/MM/MC calculations, the leaving
Br in the β-elimination transition structures in [BMIM][BF4]
and [BMIM][PF6] have computed partial charges of −0.94 e
compared to −0.54 e in methanol. Figure 4 gives selected

atomic charges for the transition state with piperidine in the
ionic liquids and methanol; Figure S1 in the Supporting
Information gives the charges for the pyrrolidine system. In
addition, the partial charges on the ethane carbon responsible
for proton transfer are more positive in the ionic liquids than in
methanol, that is, −0.23 and −0.16 e in [BMIM][BF4] and
[BMIM][PF6], respectively, compared to −0.45 e in CH3OH.
The more developed Br charge in the ionic liquids in concert
with the extensive proton transfer at the transition state is more
consistent with a pure E2 mechanism. The greater concen-
tration of negative charge on the solute at the transition
structure in methanol is more indicative of a reaction with
considerable E1cb character. Consistent with the charges, the
QM/MM/MC calculations for the dehydrobromination in the
[BMIM][BF4] and [BMIM][PF6] ionic liquids predicted the
C−Br bond cleavage at the transition structure to be noticeably
longer, ca. 2.6−2.7 Å, compared to the distances of 2.3−2.4 Å
in methanol for piperidine and pyrrolidine (Table 1). The
charges on the piperidine N and reacting H are essentially the
same in all solvents suggesting that solvation of the leaving
group may be primarily responsible for the difference in
mechanism.

Solute−Solvent Interactions. To elucidate the differences
between the ionic liquids and methanol, the interaction
energies for the solvents were quantified by analyzing the
solute−solvent energy pair distributions from QM/MM/MC
calculations in the representative FEP windows near the

Figure 2. Speculative reactive coordinate contour diagram proposed
by Gandler and Jencks18 to illustrate the transition from an E1cb
mechanism with a carbanion intermediate (A) to a concerted E2
mechanism when the carbanion no longer exists (B).

Table 2. Free Energy of Activation, ΔG⧧ (kcal/mol), and
Transition Structure Geometries (Å) at 25 °C for the β-
Elimination of 1,1,1-Tribromo-2,2-bis(3,4-
dimethoxyphenyl)ethane from M06-2X/6-31+G(d,p)/
CPCM

ΔG⧧ (calc) R(C−Br)

piperidine
gas 27.7 2.31
methanol 19.9 2.16
water 20.2 2.16

pyrrolidine
gas 28.7 2.35
methanol 19.0 2.15
water 19.2 2.15

Figure 3. Illustration of the optimized transition structure for the β-
elimination of 1,1,1-tribromo-2,2-bis(3,4-dimethoxyphenyl)ethane
with piperidine in methanol from the M06-2X/6-31+G(d,p)/CPCM
calculation.

Figure 4. Selected atomic charges (e units) for the transition structure
in [BMIM][BF4] (blue), [BMIM][PF6] (black), and methanol (pink)
for the β-elimination of 1,1,1-tribromo-2,2-bis(3,4-dimethoxyphenyl)-
ethane with piperidine from the QM/MM/MC calculations.
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reactants and transition state. The distributions record the
average number of ions in the ionic liquids or molecules for
methanol that interact with the reacting system and their
corresponding energies. Highly favorable electrostatic inter-
actions between solute and solvent components are reflected in
the left-most region with energies more attractive than ca. −5
kcal/mol (Figure 5 and Figure S2 in the Supporting
Information). The large band near 0 kcal/mol arises from the
many ions in outer shells.

The β-elimination reactions with piperidine and pyrrolidine
have weaker energy distributions for the reactants when
compared to the transition state in both ionic liquids and in
methanol (Figures 5 and S2). Integration of the distributions
from −10.0 to −5.0 (or −3.5) kcal/mol confirms the more
favorable interactions for the transition states (Table 3).
Specifically, the number of solute−solvent interactions
increases by 1−3 ions in going from the reactants to transition
state in the ionic liquids. In addition, there is a shift in the
average strength of the most favorable interactions to lower
energy particularly for pyrrolidine, which could explain the
enhanced rate of reaction reported versus piperidine.12

The exact nature of these most favorable solute-ion
interactions is of obviously relevant interest. In both reactions,
a shift in the average strength of the most favorable interactions
to a lower energy in the transition state is consistent with the
stabilization of the emerging charge at the reacting Br. Figure 6

shows a snapshot of the piperidine-based β-elimination
transition structure in [BMIM][BF4] with nearby ions retained
from the QM/MM/MC simulations. The emerging Br anion is
stabilized by two BMIM cations forming hydrogen bonds with
the more sterically exposed hydrogens on carbons at the 4 and
5 positions and the side chain hydrogens, rather than the most
acidic imidazolium proton at the 2 position (pKa of ca. 21−
23).41 The BMIM cations are forming a cage-like structure to
favorably interact with the Br anion and β-phenyl substituents
(Figure 7), which agrees with experimental reports of liquid
clathrate formation in 1-alkyl-3-methylimdazolium-based ionic
liquids with aromatic compounds.42 In addition, the proton
transfer is facilitated by favorable electrostatic interactions of
the emerging positive charge on the base with a BF4 anion

Figure 5. Solute−solvent energy pair distributions for β-elimination of
1,1,1-tribromo-2,2-bis(3,4-dimethoxyphenyl)ethane with piperidine
(top) and pyrrolidine (bottom) for the reactants (dashed line) and
transition state (solid line) in [BMIM][BF4] and [BMIM][PF6] at 25
°C. The ordinate records the number of solvent molecules that
interact with the solutes and their interaction energy on the abscissa.
Units for ordinate are number of molecules per kcal/mol.

Table 3. Solute−Solvent Energy Pair Distributions for the β-
Elimination of 1,1,1-Tribromo-2,2-bis(3,4-
dimethoxyphenyl)ethane for the Reactant (GS) and
Transition Structure (TS) in [BMIM][BF4], [BMIM][PF6],
and Methanol Integrated to −5.0 kcal/mol (and −3.5 kcal/
mol in parentheses)a

Piperidine Pyrrolidine

GS TS GS TS

[BMIM][BF4] 5.1 (8.0) 4.9 (9.2) 6.1 (8.5) 8.2 (9.6)
[BMIM][PF6] 3.7 (8.6) 7.1 (11.1) 6.7 (10.9) 9.3 (12.1)
methanol 1.3 (2.9) 6.4 (9.2) 2.5 (4.8) 4.7 (8.6)

aFrom Figures 5 and S2.

Figure 6. Typical snapshot of a transition state for the β-elimination
with piperidine in [BMIM][BF4]. The distances (in Å) are average
values over the final 10 million configurations of QM/MM/MC
simulations. Only nearby ions retained for clarity.
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(Figure 6). While the averaged polarity of methanol and
[BMIM][BF4] is similar,43 the experimentally measured
dipolarity/polarizability (π*) values for [BMIM][BF4] and
[BMIM][PF6] of 1.047 and 1.032, respectively, are significantly
higher than that of 0.73 for methanol.44 This is consistent with
more the favorable specific interactions toward the E2
mechanism by the ionic liquids as compared to methanol.
The ground state, represented by a reactant complex

between the base and the tribromo-ethane, has computed
interactions between the ions and the reactants at greater
distances than at the transition structure. For example, in the
piperidine reaction in [BMIM][BF4], the cation interacts with
the emerging Br anion with multiple interacting distances as
short as 2.7 Å at the transition state, whereas the closest
interaction at the ground state is 3.0 Å and it occurs with the
less acidic hydrogen atoms bonded to the methyl side chain.
The results are similar for the [PF6]-based reactions. Detailed
hydrogen bonding distances between the ionic liquids ions and
the piperidine- and pyrrolidine-based β-eliminations at the
transition and ground states are given in the Supporting
Information. The structural configuration of the methanol
molecules with the transition and ground states are also given
in the Supporting Information and support the computed
reduced solute−solvent interaction energies as compared to the
ionic liquids.
Aromatic Ring Orientations. A snapshot of the transition

state for the elimination reaction using pyrrolidine in
[BMIM][PF6] is given in Figure 8 and gives a good
representation of the geometry orientation for the reactions
in both ionic liquids (Table 4). The ionic liquid structures have
the aromatic rings generally coplanar at the transition state. For
example, torsion angles of −146.4 and 134.5° between the two
carbons on the aromatic ring and the two carbons on the
ethane, defined as Φ1 and Φ2 = C1−C2−C3−C4 in Figure 8,
for piperidine in [BMIM][BF4] are a dramatic contrast from
the values of −162.6 and 87.1° predicted from DFT (Figure 3)

or −154.4 and 113.5° from QM/MM/MC for the same
reaction in methanol.
The coplanar orientation of the phenyl rings at the transition

state should maximize the electronic effects exerted on the
reaction route. Favorable π−π interactions with the ionic liquid
cation [BMIM] forces a coplanarity between aromatic rings
(Figure 7 and Supporting Information Figure S3), which is
consistent with previous hypotheses.42,45 It should be noted
that the OPLS-AA force field has been reported to yield
excellent agreement with experiment for computed benzene
dimer interaction energies and geometries in the gas and
condensed phase.46 More recently, Fu and Tian carried out
molecular dynamics (MD) simulations for liquid benzene with
eight potentials consisting of Lennard-Jones and Coulomb
terms and recommended the OPLS-AA as the best model
based agreement with high-resolution neutron diffraction
data.47 In addition, Takeuchi also reported that the OPLS-AA
force field was more reliable in reproducing the structures of
benzene clusters, consisting of up to 30 rings, than MP2
calculations.48

Figure 7. Illustration of the encapsulation of the β-elimination solute
with piperidine transition state (given as a CPK space-filling model) by
nearby ions from [BMIM][BF4] (shown as sticks).

Figure 8. Snapshot of a transition state for the β-elimination of 1,1,1-
tribromo-2,2-bis(3,4-dimethoxyphenyl)ethane with pyrrolidine in
[BMIM][PF6] from the QM/MM/MC calculations. Φ = C1−C2−
C3−C4.

Table 4. Dihedral Angles Φ1/Φ2 (degrees) for the
Transition Structure at 25 °C for the β-Elimination of 1,1,1-
Tribromo-2,2-bis(3,4-dimethoxyphenyl)ethanea

QM/MMb DFTc

piperidine
[BMIM][BF4] −146.4/134.5 -
[BMIM][PF6] −105.9/113.2 -
Methanol −154.4/113.5 −162.6/87.1
Water - −162.6/87.1
Gas - −154.1/83.7

pyrrolidine
[BMIM][BF4] −106.4/132.7 -
[BMIM][PF6] −135.3/129.8 -
Methanol −173.9/126.2 −157.8/89.1
Water - −157.8/89.2

aSee Figure 8 for definitions of Φ1 and Φ2.
bPDDG/PM3 and MC/

FEP. Angles averaged over final 10 million configurations. cM06-2X/6-
31+G(d,p) optimization.
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Monitoring the average Φ1 and Φ2 torsions over the final 10
million configurations of the QM/MM/MC calculations
suggests that the reaction spends minimally 70% of the
simulation in the coplanar configuration and 30% in a t-shaped
configuration. In contrast, the transition structures in methanol
adopted an approximate t-shaped conformation for nearly
100% of the QM/MM/MC simulations. The aromatic rings of
the reaction in water were also predicted to favor a t-shaped
orientation from DFT simulations (Table 3).

■ CONCLUSIONS

QM/MM calculations have been carried out to determine the
origin of the ionic liquid effect on a reported mechanism
change for the β-elimination between 1,1,1-tribromo-2,2-
bis(3,4-dimethoxyphenyl)ethane and the cyclic amines piper-
idine and pyrrolidine. D’Anna et al. proposed the reaction to
occur via an irreversible E1cb route in methanol,13 but as an E2
mechanism in the [BMIM][BF4] and [BMIM][PF6] ionic
liquids.12 Our computed free energy surfaces agree in principle
with their hypothesis, with the exception that in methanol the
reaction route followed an E1cb-like mechanism, that is, E2
with a significant amount of E1cb character, as no carbanion
intermediate was located. Our results are consistent with
previous experimental studies of borderline cases between E2
and E1cb mechanisms.40 The E1cb-like mechanism in
methanol is further verified with additional calculations using
an alternative M06-2X/CPCM method. In the case of the two
ionic liquids studied, [BMIM][BF4] and [BMIM][PF6], the
simulations reproduced the full E2 mechanism as suggested.
The structural configuration of the ions play a large role, as the
observed mechanistic change has been computed as a
combination of favorable electrostatic interactions with the
leaving Br anion and π−π interactions between the [BMIM]
cation and β-phenyl substituents on the tribromo-ethane
molecule. Specifically, the number of solute−solvent inter-
actions are computed to increase by 1 to 3 ions in going from
the reactants to transition state in the ionic liquids. There is a
shift in the average strength of the most favorable interactions
to lower energy, particularly for pyrrolidine, which could
explain the enhanced rate of reaction reported versus
piperidine.12 In addition, the ionic liquids form a liquid
clathrate structure that enforce a coplanar orientation of the β-
phenyl rings at the transition state maximizing the electronic
effects exerted on the reaction route.42,45 Monitoring the
average torsions over the final 10 million MC configurations of
the QM/MM calculations found the phenyl rings to spend
minimally 70% of the simulation in the coplanar configuration
and 30% in a t-shaped configuration. In contrast, the transition
structures in methanol adopted an approximate t-shaped
conformation for nearly 100% of the simulation for both the
QM/MM and M06-2X /CPCM methods. Deeper insight into
the effect of ionic liquids upon important organic reaction types
should allow researchers to exploit this understanding to
predict optimal conditions for additional reactions in similar
classes.

■ ASSOCIATED CONTENT

*S Supporting Information
Additional figures for charges and transition states in solution;
solute−solvent energy pair distributions; hydrogen bond
distances between ions/methanol and solute at the transition
and ground states; DFT energies, frequencies, and coordinates

of structures; and complete ref 31. This material is available free
of charge via the Internet at http://pubs.acs.org.
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